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Golaz et al. (GRL ʼ13)

Cloud/Aerosol: A “wild card” in climate modeling

nClimate state is highly sensitive to Earth’s albedo (“whiteness”)
nCloud/Aerosol largely controls the albedo

GHG 
warming

Aerosol-Cloud 
cooling

Switch for rain formation
Efficient rain formation 
(less low-level clouds)

Prohibited rain formation
(more low-level clouds)

Historical simulation for 20th century

Models

Obs.

Te
m

pe
ra

tu
re

~+2% of Earth’s albedo



Need to quantify global energy budget change

The stark difference in the precipitation responses to BC and SF is also clearly explained from the energy
budget perspective of Figure 10. The SF‐induced precipitation change is dominated by its slow‐response
component, which has a magnitude of −3.0 relative to the SF‐induced ARF of −1.0 (Figure 10b). The
BC‐induced precipitation change, in contrast, is largely contributed from its fast‐response component.
Figure 10a indicates that the fast response of precipitation has a normalized magnitude of −1.45, which
occurs as a (partial) compensation for the instantaneous ATM heating of +2.85. The slow response of preci-
pitation (+0.5) is induced by the ERF of +0.5. The net combined response of global precipitation is then
about −1.45 + 0.5 = −0.95 relative to the TOA ARF. The negative precipitation sensitivity to ARF comes
from the fast‐response component, which is approximately three times as large as the slow‐response compo-
nent with opposite sign. This means that the uncertainty in representing the atmospheric rapid adjustment

Figure 10. Schematic illustration of global energy budget responses normalized by the TOA instantaneous radiative
forcing (ARF) for the (a) black carbon‐forced and (b) sulfate‐forced scenarios. “CLR” and “CRE” means clear‐sky
radiative flux and cloud radiative effect, respectively. “LH” and “SH” stands for latent and sensible heat flux changes,
respectively, and “Precip” stands for the precipitation change. The symbols λ and Ts denote the feedback parameter and
the global‐mean surface air temperature, respectively. Numbers are arbitrarily rounded and adjusted from those of
Table 1 and Figure 9 to the approximated ones that meet the energy balance requirement in ATM as well as at TOA and
SFCwhen applicable. TOA= top of atmosphere; ATM= atmosphere; SFC= surface; LH= latent heat; SH= sensible heat.
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Suzuki & Takemura (JGR ʼ19)Key uncertain issues:
nVertical structure of aerosol radiative forcing
nAerosol effects on cloud and precipitation
nWhole picture of global energy budget change

Energy budget changes 
in response to BC forcing 
in MIROC model
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Satellite information 1 - Passive measurement
GCOM-C/SGLI Measurement Wavelengths



Use of multi-pixel/wavelength for aerosol retrievals
Hashimoto & Nakajima (JGR ʼ17) with NN-based Rad. Trans. (Takenaka et al. JGR ʼ11)

than Ag for a high-reflectance case
corresponding to the rightmost
case of Figure 1. For low and high-
reflectance surfaces, therefore,
aerosols in the atmosphere respec-
tively increase and decrease the
apparent reflectance at the top of
the atmosphere (TOA) as com-
pared with those without atmo-
sphere. Supposing AOT and other
aerosol properties in the atmo-
sphere do not significantly change
in the horizontal direction, we can

find an optimal set of aerosol parameters, such as AOT and SSA, and surface reflectance, Ag. Therefore,
AOT and SSA are obtained by solving a set of RTEs by using spatial differences of surface reflectance.

It is also important to recognize that the surface reflectance depends largely on the wavelength as well as on
the spatial coordinates. In this method, therefore, it is desirable to have combinations of Ag of high contrast as
much as possible using spatially and spectrally nonuniform surface reflectances. For example, the simulta-
neous use of short and long wavelengths in the solar spectral region is very effective for aerosol retrieval
when the surface is covered by vegetation and bare soil depending on the location. In this case, we can find
a combination of largely different surface reflectances depending on location and wavelength.

Based on this concept, we formulate the inverse problem to retrieve the aerosol and surface parameters
using multiwavelength and multipixel information of a satellite imager. For this purpose, we divide the ana-
lysis area into several subdomains consisting of multiple pixels. As shown in Figure 2, we define a 5 × 5 pixel
region as a subdomain, though there is no limitation in the number of pixels and in the subdomain shape if
the computer resource is allowed. An inversion analysis is conducted in subdomain A, which is an area con-
sisting of black points, and after that a similar analysis is applied to the next subdomain B as indicated by the
arrow in Figure 2. When we analyze subdomain B, we use retrieved values of the shaded pixels in subdomain

Figure 2. Illustration of retrieval sequence. The total region is divided into subdomains for simultaneous inversion. A set of
5 × 5 pixels is assumed for each subdomain in the present study. Small circles show observation pixels; black circles in
subdomain “A” indicate pixels under analysis. The arrow represents the order of analysis. “B” is a neighboring subdomain of
“A.” Shaded areas are boundary conditions for neighboring subdomains.

Figure 1. Schematic illustration of the multiwavelength and multipixel
(MWP) method. Satellite-received radiances for smoothly distributed aero-
sol layer above Earth’s surfaces of various reflectances.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025698
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Application to GOSAT2/CAI2 (c/o M. Hashimoto)

Application to GCOM-C/SGLI (c/o M. Sekiguchi)
AOTf SSA380

n Exploiting surface heterogeneity to 
retrieve aerosolsʼ “whiteness” 
contrasted against surface albedo

n Performing “online” RT simulations 
enabled by efficient NN approach 

n Capable of global aerosol retrievals



“Mapping” of cloud microphysical processes
RSD ratio
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RSD [X]: Relative Standard 
Deviation of X (Spatial Variance)

Coalescence
(LWP~const.)

Condensation
(Nc~const.)

Nagao & Suzuki (GRL ʼ20)

Nc: Cloud Droplet Number Conc.
LWP: Liquid Water Path

n Microphysical processes are diagnosed by spatial variance of cloud properties
n The processes identified well correspond to cloud morphology (open/closed cells)



Satellite information 2 - Active measurement
nHow are clouds suspended in atmos?

ü Height, Wetness, Liquid/Ice etc.
nHow does precipitation form?

ü Frequency, Intensity, Height etc.
-> Detailed knowledge for cloud/precipitation
-> Evaluate/Improve numerical models

example, not only do the profile data place clouds at 
their correct heights, but the main difference is that 
the profile information from the radar–lidar now 
identifies multilayered cloud systems, which occur 
about 60% of the time clouds are observed (Stephens 
et al. 2008). These multilayered categories, consisting 
mostly of high clouds over low clouds, are mostly 
missing in the radiance-based classification. These 
multilayered cases fall into the type-2 classification 
because the heights of the upper cloud layers identify 
them as high clouds, but they appear as optically thick 
clouds because this classification includes the combi-
nation of optical thickness from the multiple layers. 
Figures 5c and 5d are the respective estimates of the 
June–August (JJA) and December–February (DJF) 
seasonal net cloud radiative effects (CREs) associated 
with each cloud type of the Hartmann et al. analysis, 
and Figs. 5e and 5f are the corresponding CREs 
derived from the recent A-Train analysis. The differ-
ences between these two pairs of results highlight how 
the cloud-height ambiguity inherent to passive obser-
vations misleads the assignment of radiative effects 
by cloud type. For example, the Hartmann et al. 
analysis concludes that the dominant source of large 
negative net CRE in midlatitudes arises primarily 
from the shortwave reflection from low clouds (type 

5) and to a lesser degree 
from midlevel thick clouds 
(type 4). With more explicit 
cloud profile information, 
however, the net radia-
tive effect of clouds is now 
much less dominated by 
low clouds and appears as 
more a mix of effects from 
low, midlevel, and multilay-
ered clouds.

The profiling capabili-
ties have also provided an 
invaluable tool to assess 
and calibrate other radi-
ance data. The ambiguity 
of the ISCCP height assign-
ment in part stems from the 
ambiguity in interpretation 
of a single-channel IR radi-
ance, whereas much better 
height characterization is 
possible when more spec-
tral information is used, as 
exemplified in a number 
of studies based on Atmo-
spheric Infrared Sounder 

(AIRS) data (Kahn et al. 2014; Stubenrauch et al. 
2008). CloudSat and CALIPSO data have also been 
used as tools to tune other satellite observations, such 
as microwave methods for retrieving snowfall (e.g., 
Liu and Seo 2013; Kulie et al. 2016), thin ice cloud 
optical depths from the Moderate Resolution Imaging 
Spectroradiometer (MODIS; Heidinger et al. 2015), 
and geostationary observations (Kox et al. 2014).

PROCESS-LEVEL UNDERSTANDING. Super-
cooled clouds of the Southern Ocean. Incorrect charac-
terization of cloud phase has long been identified as 
a potential source of uncertainty in climate models 
and associated cloud–climate feedbacks (Mitchell 
et al. 1988; Li and Le Treut 1992; Tan et al. 2016) and 
a long-standing reflected shortwave radiation model 
bias over the southern oceans (Trenberth and Fasullo 
2010). CALIOP depolarized backscatter is an unam-
biguous indicator of the phase of water in clouds in 
the vicinity of cloud top (Hu et al. 2009). This obser-
vation provided the clue to the persistent Southern 
Ocean cloud bias that is now identified to be caused 
by a lack of supercooled water in modeled clouds in 
the cold sector of baroclinic weather systems (Bodas-
Salcedo et al. 2014; Forbes and Ahlgrimm 2014; 
Bodas-Salcedo et al. 2016; Kay et al. 2016; Forbes et al. 

FIG. 4. The global occurrence of various modes of precipitation. (top left) 
Drizzle is categorized by radar reflectivities less than about −10 dBZ. (top 
right) Rain represents all other warm precipitation cases. (bottom left) Mixed-
phase precipitation is categorized by near-surface temperatures between 2° 
and 4°C and should be interpreted as an uncertain phase category. (bottom 
right) Snow is assumed when the near-surface temperature is less than 2°C.
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Stephens et al. (BAMS ʼ18)

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025951

Figure 12. Conceptual illustration of the location of mixed-phase clouds and their influence on global heat transport. Boxed values indicate the contribution of
annual heat flux from mixed-phase clouds within the atmosphere and at the surface. Color shading indicates the observed cloud occurrence of liquid (red), ice
(blue), and mixed-phase (purple) clouds using cloud phase classification data from 2B-CLDCLASS-LIDAR, 2007–2010. For illustrative purposes, black arrows
indicate the general structure of large-scale atmospheric circulations and gray outlines indicate the boundaries of idealized cloud regimes.

the radiative effects from mixed-phase clouds, a lack of adequate observations of cloud vertical structure
may limit the fidelity of these estimates. We present a new assessment of the global radiative effect of
mixed-phase clouds using the fifth release CloudSat fluxes and heating rates (R05 2B-FLXHR-LIDAR) product.
The R05 2B-FLXHR-LIDAR product, which combines collocated CloudSat, CALIPSO, and MODIS observations
to compute vertically resolved profiles of shortwave and longwave radiative fluxes, features an improved
representation of cloud phase over previous versions. Our approach employs a relatively straightforward clas-
sification of cloud profiles into liquid, ice, mixed-phase, and multilayered scenes using CloudSat and CALIPSO
observations. The combination of CloudSat and CALIPSO provides vertically resolved cloud measurements
critical to filling in existing gaps in cloud partitioning and better constraining global estimates of cloud radia-
tive effects. Simply partitioning these observations by cloud phase avoids some of the inherent ambiguity
associated with more complicated cloud classifications, relates more closely to the raw observations, and can
more easily be compared to prognostic fields in models.

While this study documents global estimates of cloud radiative effect for all water phases, mixed-phase clouds
are of particular interest. Mixed-phase clouds are observed most frequently at higher latitudes, where they
are efficient at reflecting solar radiation back to space and exert a negative radiative effect at the TOA. At the
surface, however, the strongest mixed-phase CRE is from precipitating convective clouds in the tropics where
SW cooling dominates LW heating. Over ice-covered surfaces such as Greenland and West Antarctica where
SW effects are small, LW heating from nonprecipitating mixed-phase clouds dominates resulting in a strong
positive net radiative effect at the surface. Mixed-phase clouds are found to exert a global net cloud radia-
tive effect of −3.4 W m−2, with contributions of −8.1 W m−2 and 4.7 W m−2 in the SW and LW, respectively.
Interestingly, mixed-phase clouds contribute over 20% of the total cloud radiative effect despite making up
only 10% of the total cloud occurrence. When compared with the effects of liquid clouds (−11.8 W m−2), ice
clouds (3.5 W m−2), and multilayered clouds with distinct layers of liquid and ice (−5.4 W m−2), these results
confirm that accurate representation of mixed-phase clouds is essential for quantifying cloud feedbacks in
future climate scenarios. This is particularly apparent over the Southern Ocean, where mixed-phase clouds
are found to account for more than 35% of the net reduction of absorbed SW radiation at the surface in the
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Climate model improvement Michibata et al. (JAMES ʼ19; ACP ʼ20)
Michibata & Suzuki (GRL ʼ20)

Cloud Ice Satellite Obs.Old MIROC6 New MIROC6

Journal of Advances in Modeling Earth Systems 10.1029/2018MS001596

Figure 2. Zonal mean distribution of rainwater mass mixing ratio for (a) MIROC6 with PROG scheme and (b)
CloudSat radar retrieval from the 2C-RAIN-PROFILE product. The black line indicates a guide for the annual zonal
mean melting level at T = 273 K from (a) the intrinsic model value and (b) the ECMWF-AUX product. Note that the
model only includes stratiform clouds (see text for details). CloudSat retrieval misses near-surface hydrometeors (below
∼1 km) due to ground clutter contamination. RWC = rainwater content; PROG = prognostic.

Figure 2 shows a vertical cross section of rainwater content for a MIROC6 PROG simulation and CloudSat
radar retrieval (2C-RAIN-PROFILE product; Lebsock et al., 2011) with the ECMWF-AUX product (Partain,
2007). Note that the CloudSat retrieval misses near-surface rainwater (below ∼1 km) due to ground clutter
contamination (Marchand et al., 2008; Tanelli et al., 2008). CloudSat observations show high rainwater mass
over midlatitude areas at lower altitude, just below the melting line. This detail is well reproduced within
the model. Such observations can be attributed to long-lived smaller drizzle drops, and/or contributions
from melting snow. We do not compare the absolute value of the rainwater in the atmosphere because the
observations can include bias in rainwater retrieval due to radar attenuation and the detection sensitivity of
the cloud profiling radar (Stephens et al., 2008).

In the PROG simulation, cloud liquid water content above the melting layer is significantly reduced, which
is realistic when compared with the CloudSat observations (Figures 3a–3c). For the ice phase, the cloud ice
water path (CIWP) is reduced in PROG while the snow water path (SWP) is explicitly preserved across multi-
ple time steps, and hence the total ice water path (TIWP = CIWP + SWP) is significantly higher in the PROG
simulation and is in good agreement with CloudSat and CALIPSO retrievals (Figures 3d–3f). The reason for
this systematic difference between PROG and DIAG is that parameterization of the depositional growth of

Figure 3. Zonal mean distribution of (top row) cloud liquid and (bottom row) total ice mass mixing ratios for (a, d) MIROC6 DIAG scheme, (b, e) PROG
scheme, and (c, f) CloudSat and CALIPSO satellite retrievals. CLWC= cloud liquid water content; DIAG = diagnostic; PROG = prognostic; TIWC = total ice
water content.
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Figure 1. Contoured frequency by optical depth diagrams (CFODDs) for (a–c) the A-Train satellite observations, (d–f) the MIROC6 DIAG scheme, and (g–i) the
MIROC6 PROG scheme. CFODDs are classified according to the MODIS-derived cloud-top effective radius (Re) in the 2.1 !m band for (left) 5-12, (center)
12-18, and (right) 18-35 !m, following Michibata et al. (2014).

2.2. A-Train Satellite Data
We use the CloudSat Level 2B-TAU product (Polonsky, 2008), which is collocated with MODIS observations,
the 2B-GEOPROF vertical radar product (Marchand et al., 2008), and the ECMWF-AUX reanalysis product
(Partain, 2007). The analysis is restricted to single-layer warm clouds (SLWCs) for comparisons with the
large-scale condensation clouds of the model. We obtained more than 7.8 million SLWCs from a full 5-year
analysis from June 2006 to April 2011.

The combined use of CloudSat and MODIS data enables us to investigate cloud-to-rain conversion in the
context of the vertical microphysical structure of SLWCs for different cloud regimes, which reveals mod-
elobservation differences in warm rain characteristics (Jing et al., 2017; Suzuki et al., 2015), as described
below.

2.3. Diagnostics
To illustrate how model-observation differences in rain formation process relate to the treatment of precip-
itation in the model, we apply metrics that probe the process in the form of the probability density function
(PDF) for radar reflectivity profiles rescaled by the vertically sliced in-cloud optical depth (ICOD). This
method, referred to as the contoured frequency by optical depth diagram (CFODD; Nakajima et al., 2010),
is particularly useful in evaluations of how the vertical microphysical structures of warm clouds differs
between nonprecipitating and precipitating regimes depending on the cloud-top effective radius Re (Suzuki
et al., 2010). These diagnostics have also been implemented in COSP2 as an inline warm-rain diagnostic tool
(Michibata, Suzuki, Ogura, et al., 2019), which is employed in this study.
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How do rain processes link to radiative forcing?

Mülmenstädt et al., Sci. Adv. 2020; 6 : eaaz6433     29 May 2020
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Inhibiting drizzle at one effective radius threshold causes the model 
clouds to build up condensate until they reach the higher effective 
radius threshold, because precipitation is such a strong sink process 
for cloud condensate in the model. At the higher effective radius 
threshold, the cloud liquid water content is more sensitive to changes 
in Nd—and thus, the liquid water path adjustment is stronger—because 
cloud liquid water content is linked to Nd via the mean droplet radius 
to the third power (text S4 and eqs. S4.1 to S4.3).

Parameterized precipitation initiation depends on liquid water 
content and Nd (see Methods). The dependence of the process rate 
on Nd results in process susceptibility to aerosol. Note that the range of 

adjustment simulated by these model configurations is large (90 % < 
FL/FNd < 125%, corresponding to −0.65 W m−2 < FL < − 0.47 W m−2), 
even though we have only changed parameters affecting the base pro-
cess behavior, not the Nd-dependent factor that explicitly encodes the 
susceptibility to aerosol (text S5). Similarly, a large range of normal-
ized adjustment results from varying the parameter controlling the 
dependence of rain initiation on cloud liquid water content (fig. S5); 
this is also a modification of the base process behavior. On the other 
hand, varying the parameter controlling the rain initiation susceptibility 
to aerosol-induced Nd change (fig. S6) results in a comparatively 
small change in the normalized adjustment. This underscores that 

Fig. 2. Change in model bias in warm precipitation fraction relative to the reference configuration. The reduced scale factor strongly decreases the warm rain frac-
tion but leaves warm drizzle largely unaffected, whereas the re threshold decreases warm drizzle but leaves warm rain largely unaffected.

Fig. 3. The relationship between the (observable) bias in warm rain fraction and the (emergent) rapid adjustment under scale factor and effective radius thresh-
old tuning strategies. The relationship between warm rain fraction (fwarm) and normalized rapid adjustment (FL/FNd) is multivalued, which presents an apparent obstacle 
to an observational constraint. Distinguishing between rain (solid line), which responds strongly to the Qaut scale factor tuning but weakly to the re threshold tuning, and 
drizzle (dashed line), with the opposite responses, breaks the degeneracy and removes the obstacle to formulating an observational constraint.
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Mulmenstadt et al. (Sci. Adv. ʼ20)

n Simultaneous measurement of rain/drizzle is critical for model precipitation processes
n Process-sensitive information is required for reliable estimates of radiative forcing
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Need for understanding cloud dynamics 

FIG. 2. Example of tuning of the global top-of-atmosphere energy balance with a cloud parameter for the Geo-
physical Fluid Dynamics Laboratory Climate Model, version 3 (GFDL CM3), Max Planck Institute Earth System 
Model, version 1.1 (MPI-ESM1.1), and two versions (A and B) of the L’Institut Pierre-Simon Laplace Coupled 
Model, version 5 (IPSL-CM5), that differ by the representation of the convective boundary layer, clouds, and con-
vection. (a) Global absorbed shortwave radiation (ASR, full curve) and outgoing radiation (OLR, dashed) at top 
of atmosphere. The horizontal axis corresponds to the value of a scaling parameter in the ice crystal fall velocity 
equation, Eq. (5) of Heymsfield and Donner (1990), which is shared by the four models. The simulations are run 
over several years with imposed sea surface temperature. The difference between the dashed and full curves 
gives the global energy balance. The squares and diamonds correspond to default values retained after a tuning 
phase (for GFDL and IPSL-CM they correspond to the values retained for CMIP5, but because the experiments 
were redone with recent versions of the same models, the balance is not completely satisfied with the selected 
values). For the IPSL models, we show how the tuning of the scaling parameter affects the latitudinal variation of 
cloud radiative effect computed as the difference of total and clear-sky radiation for both (b) shortwave and (c) 
longwave radiation. The thin curves correspond to the various values of the tuning parameter (the smaller the 
fall velocity, the stronger the absolute cloud radiative effect both in the longwave and shortwave radiation) and 
the thick curves to the values retained after tuning. The observations correspond to the Clouds and the Earth’s 
Radiant Energy System (CERES)–Energy Balanced and Filled (EBAF) L3b product for Loeb et al. (2009). The 
height of the gray rectangle in (a) and thickness of the gray curves in (b) and (c) correspond to an observation 
uncertainty of ±4 W m−2. Note, however, that true error bars are not available for these observations.

APPLYING OBJECTIVE METHODS. There 
exists a considerable literature on parametric tuning 
using objective approaches developed in the statistics, 
engineering, and computer science communities. By 
objective methods, one means that a well-founded 
mathematical or statistical framework is used to 
perform the model tuning, for instance, by defining 
and minimizing a cost function or by introducing 
a Bayesian formulation of the calibration problem 
(Kennedy and O’Hagan 2001). The use of objective 
methods does not, however, in any way obviate the 
requirement for subjective judgment concerning the 
priorities and targets of the tuning process. An objec-
tive algorithm merely identifies those parts of the pro-
cedure that require the subjective scientific expertise 

of the modeler. It requires that the modeler formulate 
this judgment in terms of numbers or mathematical 
formulas, which can be sometimes quite demanding 
but also contribute to making the process of tuning 
more explicit and reproducible. Objective methods 
then provide an automatic tuning procedure based 
on those judgments.

Broadly speaking, objective methods fall into one 
of two categories. The first involves fast optimiza-
tion of some cost function measuring the distance of 
model simulations to a small collection of observa-
tions. Applications of such methods in climate sci-
ence include Bellprat et al. (2012), Yang et al. (2013), 
Zou et al. (2014), and Zhang et al. (2015). The second 
class of methods represents a Bayesian approach and 
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Hourdin et al. (BAMS ʼ17)

proposed in our previous study to interpret the thermodynamic phase and particle‐shape constituent in the
storm categories. The precipitating systems were found to exhibit a clear difference in their representative
microphysical structures on the global scale (Figure 2), which are schematically illustrated in Figure 4.
The cloud and precipitation top heights in Figure 4 are given by their definitions in Figure 1. For the
vertical stratifications of hydrometeor compositions in Figure 4, the temperature‐based statistics in
Figure 2 is translated into the altitude‐based depictions based on fractional occurrences of hydrometeor
particle type, in vertical dimension for different storm categories quantified in Figure S2. As expected, the
Shallow Warm category with low cloud and precipitation heights below 4 km is dominated by small
liquid cloud and rain particles. The Cold categories (namely Shallow Cold and Mid Cold) were
characterized by various particle types, including 3D‐ice near the cloud top with frequent occurrences of
2D‐plate underneath, accompanied by solid and/or liquid precipitation in the lowest layer. The presence
of 2D‐plate was found to distinguish the Cold categories from Mid Warm and Deep. The latter two
categories are characterized by particle structures simpler than the Cold categories: 3D‐ice near the cloud
top, followed by snow in the middle and melted rain in the bottom layer. Despite this common
characteristic between Mid Warm and Deep, the latter category often contains snow particles in contrast
to the former that may be constructed only by 3D‐ice and rain. Figure 4 offers an insight into the inner
microphysical structure of precipitating clouds when categorized into the five storm regimes, thus serving
as a hypothesized picture of precipitating clouds to be further tested against satellite, ground‐based, and
aircraft observations in future studies.

The variability in the vertical microphysical structure of the Deep category was further investigated in the con-
text of cloud life stage inferred from the cloud top buoyancy conditions. The vertical microphysical structure of
the Deep category was found to vary systematically from nonprecipitating to precipitating mode as the system
transitioned fromDeveloping toDissipating Stage (Figures 3 and S1). Furthermore, this change in themodewas
found to coexist with a jump in between them and inferring an observational evidence of nonlinear accelerated
generation of ice particles during their precipitation formation processes inside the system.

A novel aspect of this study is to combine multiple satellite measurements (i.e., cloud radar, lidar, multispec-
tral imager, and microwave radiometer) in a way that provides microphysical‐based interpretation to the
general idea of radar reflectivity profile composites and put them into the dynamical view represented by
buoyancy conditions. Through such synergistic multisensor analysis, this study offers a new insight into
the life cycle of storm systems, which could be useful to evaluate the convective processes in numerical
cloud‐resolving/climate models.

References
Bréon, F., & Dubrulle, B. (2004). Horizontally oriented plates in clouds. Journal of the Atmospheric Sciences, 61(23), 2888–2898. https://doi.

org/10.1175/JAS‐3309.1
Ceccaldi, M., Delanoë, J., Hogan, R. J., Pounder, N. L., Protat, A., & Pelon, J. (2013). From CloudSat‐CALIPSO to EarthCare: Evolution of

the DARDAR cloud classification and its comparison to airborne radar‐lidar observations. Journal of Geophysical Research: Atmospheres,
118, 7962–7981. https://doi.org/10.1002/jgrd.50579

Figure 4. Schematic illustration of hydrometeor particle structure of precipitating clouds. Note that the drizzle type is not
included for simplification.

10.1029/2018GL081244Geophysical Research Letters

KIKUCHI AND SUZUKI 7

Acknowledgments
The CloudSat‐CALIPSO Merged Data
Set is provided by JAXA A‐Train
Product Monitor (http://www.eorc.
jaxa.jp/EARTHCARE/research_
product/ecare_monitor_e.html),
CloudSat products from NASA
CloudSat Data Processing Center
(http://cloudsat.cira.colostate.edu), and
AMSR‐E products from JAXA GCOM‐
WData Providing Service (http://gcom‐
w1.jaxa.jp/index.html). K. S. was
supported by JAXA/EarthCARE and
JAXA/GCOM‐C projects. We thank
Kyushu University Team for the
development of the Merged Data Set
used in this study and Hirohiko
Masunaga for his insightful advice.

proposed in our previous study to interpret the thermodynamic phase and particle‐shape constituent in the
storm categories. The precipitating systems were found to exhibit a clear difference in their representative
microphysical structures on the global scale (Figure 2), which are schematically illustrated in Figure 4.
The cloud and precipitation top heights in Figure 4 are given by their definitions in Figure 1. For the
vertical stratifications of hydrometeor compositions in Figure 4, the temperature‐based statistics in
Figure 2 is translated into the altitude‐based depictions based on fractional occurrences of hydrometeor
particle type, in vertical dimension for different storm categories quantified in Figure S2. As expected, the
Shallow Warm category with low cloud and precipitation heights below 4 km is dominated by small
liquid cloud and rain particles. The Cold categories (namely Shallow Cold and Mid Cold) were
characterized by various particle types, including 3D‐ice near the cloud top with frequent occurrences of
2D‐plate underneath, accompanied by solid and/or liquid precipitation in the lowest layer. The presence
of 2D‐plate was found to distinguish the Cold categories from Mid Warm and Deep. The latter two
categories are characterized by particle structures simpler than the Cold categories: 3D‐ice near the cloud
top, followed by snow in the middle and melted rain in the bottom layer. Despite this common
characteristic between Mid Warm and Deep, the latter category often contains snow particles in contrast
to the former that may be constructed only by 3D‐ice and rain. Figure 4 offers an insight into the inner
microphysical structure of precipitating clouds when categorized into the five storm regimes, thus serving
as a hypothesized picture of precipitating clouds to be further tested against satellite, ground‐based, and
aircraft observations in future studies.

The variability in the vertical microphysical structure of the Deep category was further investigated in the con-
text of cloud life stage inferred from the cloud top buoyancy conditions. The vertical microphysical structure of
the Deep category was found to vary systematically from nonprecipitating to precipitating mode as the system
transitioned fromDeveloping toDissipating Stage (Figures 3 and S1). Furthermore, this change in themodewas
found to coexist with a jump in between them and inferring an observational evidence of nonlinear accelerated
generation of ice particles during their precipitation formation processes inside the system.

A novel aspect of this study is to combine multiple satellite measurements (i.e., cloud radar, lidar, multispec-
tral imager, and microwave radiometer) in a way that provides microphysical‐based interpretation to the
general idea of radar reflectivity profile composites and put them into the dynamical view represented by
buoyancy conditions. Through such synergistic multisensor analysis, this study offers a new insight into
the life cycle of storm systems, which could be useful to evaluate the convective processes in numerical
cloud‐resolving/climate models.

References
Bréon, F., & Dubrulle, B. (2004). Horizontally oriented plates in clouds. Journal of the Atmospheric Sciences, 61(23), 2888–2898. https://doi.

org/10.1175/JAS‐3309.1
Ceccaldi, M., Delanoë, J., Hogan, R. J., Pounder, N. L., Protat, A., & Pelon, J. (2013). From CloudSat‐CALIPSO to EarthCare: Evolution of

the DARDAR cloud classification and its comparison to airborne radar‐lidar observations. Journal of Geophysical Research: Atmospheres,
118, 7962–7981. https://doi.org/10.1002/jgrd.50579

Figure 4. Schematic illustration of hydrometeor particle structure of precipitating clouds. Note that the drizzle type is not
included for simplification.

10.1029/2018GL081244Geophysical Research Letters

KIKUCHI AND SUZUKI 7

Acknowledgments
The CloudSat‐CALIPSO Merged Data
Set is provided by JAXA A‐Train
Product Monitor (http://www.eorc.
jaxa.jp/EARTHCARE/research_
product/ecare_monitor_e.html),
CloudSat products from NASA
CloudSat Data Processing Center
(http://cloudsat.cira.colostate.edu), and
AMSR‐E products from JAXA GCOM‐
WData Providing Service (http://gcom‐
w1.jaxa.jp/index.html). K. S. was
supported by JAXA/EarthCARE and
JAXA/GCOM‐C projects. We thank
Kyushu University Team for the
development of the Merged Data Set
used in this study and Hirohiko
Masunaga for his insightful advice.

? ?? ?

Kikuchi & Suzuki (GRL ʼ19)
n Fall velocity of cloud particles is a “tunable knob” in climate models
n Cloud dynamics measurements are enabled by EarthCARE with Doppler capability



High-Spectral Resolution Lidar (HSRL) offers this new information
-> Classification of aerosol species
-> Linking cloud dynamics with particle habits (microphysics)and the cold-space viewport. Radiometric perfor-

mance in the visible and near-infrared channels is 
specified as a signal-to-noise ratio of about 70 for dim 
scenes and 500 for bright scenes, and about 20 and 
250, respectively, for these scenes in the shortwave 
infrared. Noise requirement for the TIR channels is 
0.80 K for cold (220 K) and 0.25 K for warm (293 K) 
scenes. Long-term radiometric stability over one year 
is anticipated to be better than 1% for solar channels 
and 0.3 K for TIR channels.

MSI data will be used to 1) infer column-integrated 
aerosol and cloud properties, 2) constrain synergistic 
retrievals, and 3) construct small 3D atmospheres 
around the 2D cross section retrieved from the radar 
and lidar. In the first step of the data analysis, cloud-
screening algorithms establish each pixel as cloudy or 
clear and determine the cloud thermodynamic phase 
by applying static and dynamic threshold tests to radi-
ances (Ishida and Nakajima 2009). In the second step, 
all MSI pixels are analyzed to retrieve aerosol optical 
depth, aerosol Ångström exponent, cloud optical 
depth, effective particle radius, cloud-top tempera-
ture, and pressure. Aerosol optical depth is retrieved 

at 0.6 µm over ocean and land as well as at 0.8 µm 
over ocean (Higurashi et al. 2000; von Hoyningen-
Huene et al. 2003). Cloud microphysical retrievals 
are based on the combination of visible channels 
(0.6 µm, 0.8 µm) and near-infrared channels (1.6 µm, 
2.2 µm). Cloud-top height retrieval is limited to 
infrared-window channels, but an improved estimate 
along the lidar track can be obtained via synergy with 
ATLID. Additionally synergistic analysis using CPR, 
ATLID, and MSI measurements have been developed 
using data from CloudSat, CALIOP, and MODIS (e.g., 
Nakajima et al. 2010; Suzuki et al. 2010).

Multiangle broadband radiometer. The BBR will measure 
TOA reflected solar and emitted thermal radiances 
in three viewing directions (Fig. 3, Table 1) with a 
time delay of ~150 s between forward and backward 
views of a surface target. The swath is sufficiently 
wide so that the three views align along the satellite 
track, yielding excellent characterizations of the 
surface–atmosphere anisotropy. The BBR telescopes 
measure total-wave radiances from 0.25 µm to beyond 
50 µm. Applying an uncoated synthetic quartz filter 

FIG. 8. Aerosol classification from measurements of lidar ratio and particle linear depolarization ratio at 355 nm. 
Ground-based observations were performed with the Raman-polarization lidars (POLIS) (University of Munich, 
dots) and PollyXT (Leibniz Institute for Tropospheric Research, open squares) at Cape Verde (dust, marine, 
dust and smoke, dusty mixtures; dots; Groß et al. 2011); Leipzig, Germany (pollution, aged boreal biomass-
burning aerosol, dusty mixtures; open squares); Munich, Germany (volcanic ash; dots; Groß et al. 2012); in the 
Amazon basin (smoke; open squares; Baars et al. 2012); and over the North Atlantic (dust, dust and smoke; 
open squares; Kanitz et al. 2013).
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We first examined this relationship for 2D plates in Fig. 5(a). For a given ⇥e� , di�erent points
in the S vs. � plot corresponded to di�erent re� . As ⇥e� increased from 0.5° to 2.0°, both S and
� decreased. Then, both S and � increased as ⇥e� increased from 2° to 5°. That is, a 2D plate
with ⇥e� = 2.0° produced the smallest values of both S and �. As noted previously, � was not
practically detectable in observations, therefore S can be used to determine ⇥e� among 2D plates.

Fig. 5. The relationship between S and � for (a) 2D plates, (b) 2D columns, and (c) 3D ice
and 2D ice. The wavelength was 355 nm and the laser tilt angle (LT) was 3° o� nadir. ⇥e� :
0.5°, 1.0°, 2.0°, 3.0°, and 5.0° are indicated in Figs. 5(a) and 5(b).

A similar two-dimensional diagram was plotted for 2D columns in Fig. 5(b). S appeared to be
more useful in distinguishing among ⇥e� values than �, although some lines between ⇥e� = 1.0
and 3.0° overlapped and became indistinguishable.

Next we examined the relationships in all categories, including 3D ice in Fig. 5(c). In addition
to separating 2D pristine ice and 3D ice categories by � alone, the 2-dimensional diagram of S
and � makes it possible to distinguish particle types and the details of each particle’s orientation.
The use of S or � alone is not ideal for distinguishing among particle types.

S and � values reported in this study are also found in ground-based Raman lidar measurements
in [10].

In the real atmosphere, the shapes of the horizontally oriented ice particle are not restricted
to hexagonal plate or hexagonal column and irregular shape-ice particles exist. We considered
aggregate of 8 columns as more complex shape [45]. The S and � of the 2D and 3D aggregate of
8 columns are calculated by the PO as shown in Fig. 6. The S of the 2D aggregates of 8 columns
with ⇥e�=1° and LT= 3° are almost comparable to that of the 3D aggregates of 8 columns. The
� of 2D aggregates of 8 columns did not decrease drastically from that of 3D- aggregates and
was larger than that of 2D column. Preliminary calculation of S and � of the 2D and 3D Voronoi

Okamoto et al. (Optical Express ʼ19)

Particle characterization enabled by EarthCARE



New era of global cloud-resolving modeling
Stevens et al. Progress in Earth and Planetary Science            (2019) 6:61 Page 8 of 17

Fig. 2 Snapshot of DYAMONDmodels. A snapshot of the models taken from the perspective of the Himawari 8 is shown. The images are for the
cloud scene on 4 August 2016 and are qualitatively rendered based on each model’s condensate fields to illustrate the variety of convective
structures resolved by the models and difficulty of distinguishing them from actual observations. From left to right: IFS-4 km, IFS-9 km, and NICAM
(top row); ARPEGE, Himawari, and ICON (second row); FV3, GEOS5, and UKMO (third row); and SAM and MPAS (bottom row)

Stevens et al. Progress in Earth and Planetary Science            (2019) 6:61 Page 11 of 17

Fig. 5Mean precipitation. Precipitation is zonally and temporally averaged (over the last 30 days of the simulation) for each of the indicated models.
The global averaged precipitation for each model is indicated in the legend. Mean precipitation from the GSMaP project (version 7) is provided as a
reference. The GSMaP line width is to distinguish it from the models, not a measure of retrieval uncertainty

Table 6 Tropical budgets

Model Pmm d1 PWmm Ithermal W m−2 Isolar W m−2

ARPEGE-NH 4.25 40.9 −265.4 319.3

FV3 3.80 38.7 −269.0 307.6

GEOS n/a 39.5 −269.2 303.1

ICON 3.65 38.8 −264.1 295.2

IFS 3.75 35.4 −268.4 312.2

MPAS 3.59 37.1 −265.9 327.3

NICAM 3.81 41.5 −259.2 327.0

SAM 4.07 37.3 −272.3 311.7

UM 4.02 38.1 −267.4 309.0

Observed 3.50 39.5 −259.6 306.4

Mean 3.81 38.3 −266.8 312.5

Stddev 0.16 1.7 2.5 10.4

Tropically (latitudes within 30◦ of the Equator) averaged quantities related to the
global hydrological cycle. For the observations, the GSMaP (v7) retrieval is used for
precipitation, P; precipitable water, PW, is calculated only over the ocean for which
observational estimates are taken from GMI. Top-of-atmosphere net solar, Isolar , and
thermal infrared Ithermal irradiances are taken from the CERES SYN1deg daily Terra
and Aqua product. For precipitation and precipitable water, ARPEGE-NH is excluded
from the calculation of the multi-model mean

couplesmost directly to the circulation. The columnwater
burden is only calculated over the ocean, to better enable
comparisons with observations. Compared to the obser-
vations, the simulations appear somewhat less cloudy, as
on average they are radiating thermal energy to space
at a slightly greater rate than observed, but also absorb-
ing a commensurately larger amount of solar energy. The
net imbalance is quite close to observed, but differences
among models can be large. NICAM-3.5 km simulates
energy being absorbed at about twice the rate simulated by
ICON (67.8 Wm−2 versus 31.1 Wm−2). Such differences
notwithstanding, given that this was the first time most of
these models were ever run in such a configuration, and
that no effort has been made to match the observations,
we judge the degree of similitude with the observations as
encouraging.
In analyzing the precipitation fields emerging from the

DYAMOND simulations, a global 24-h cycle, whose peak-
to-peak amplitude is 10 % of the mean, robustly emerged
in the time series of each of the simulations. This is a fea-
ture of the climate system that we were not previously
aware of. The day-to-day consistency of the feature was
sufficiently robust to be identifiable in the composite 24-
h cycle (in UTC time) of global precipitation (Fig. 6).

Cloud water mixing ratio

Cloud ice mixing ratio

Roh et al. (JMSJ in review)

The DYAMOND project (Stevens et al. PEPS ʼ19)

nPrecipitation agrees well
nClouds are still diverse
nFurther constraints are 
required for clouds



Summary: Take-home messages
nPassive/Active sensors have started to provide novel 
information of aerosols/clouds
nProcess information as well as detailed properties
nFrom “parameter-centric” to “process-oriented” observations
nExploiting multi-sensor/platform measurement capabilities

nSuch satellite-based information offers a useful guide for 
evaluating/improving numerical climate models
nAt fundamental “building-block” levels, and
nWith further need for “process-sensitive” observation information

nThe combination of new multiple satellite measurements 
with global cloud-resolving modeling is a promising way to 
advance climate science of aerosols and clouds


